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A B S T R A C T

High-rate systems are structures that undergo rapid changes, exhibiting dynamics that evolve
over short durations, often less than 100 ms. In this study, we propose a probabilistic machine
learning pipeline for estimating the state of a high-rate system. Our approach begins with the
extraction of features using topological data analysis (TDA) that capture the underlying structure
of datasets. We examine the design of probabilistic models for structural state estimation, em-
phasizing the importance of prediction intervals. Our method validation involves two datasets: a
toy example of linear chirp signals and an experimental dataset from the Dynamic Reproduction
of Projectiles in Ballistic Environments for Advanced Research (DROPBEAR) testbed. We use
metrics such as mean absolute error (MAE) and time response assurance criterion (TRAC), along
with uncertainty metrics such as negative log-likelihood (NLL), calibration curves, and expected
calibration error (ECE), to evaluate model performance. The results indicate that the RNN–NNE
model achieves the lowest MAE of 5.705 mm, the highest TRAC, and the lowest ECE of 7.335%,
highlighting its superior predictive accuracy and robustness in handling uncertainty.

. Introduction

High-rate systems undergo rapid and extreme changes within short timeframes, commonly encountered in aerospace, automotive
afety, and impact engineering. These systems typically experience dynamic events with magnitudes surpassing 100 𝑔𝑛 and durations
nder 100 ms [1]. Examples include hypersonic vehicles, active blast mitigation, and ballistic packages [2–4]. Real-time feedback
n structural integrity can significantly enhance survivability. However, the complexity of this research lies in large uncertainties
n external loads, high non-stationarities, heavy disturbances, and unmodeled dynamics due to system configuration changes [5].
hese challenges complicate real-time state estimation, which is critical in empowering timely decision-making and ensuring the
afe operation and structural integrity of these systems.
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Fig. 1. Overview of the high-rate state estimation problem. (a) Forecasting for high-rate dynamic events. (b) State estimation for real-time structural health
monitoring.

Various methods have been proposed to address these challenges, including both physics-based and data-driven techniques.
Fig. 1 provides a broad overview of these approaches: (a) focuses on forecasting high-rate dynamic events, and (b) highlights state
estimation methods used for real-time structural health monitoring. For instance, Joyce et al. [6] developed a sliding mode observer
using experimental data from an accelerometer mounted on a beam that was subjected to a moving boundary condition. This
observer tracks the position of a moving cart by identifying the fundamental frequency in real-time. Similarly, other physics-based
models have demonstrated effectiveness in real-time model updating and achieving sub-millisecond computational speeds [7,8].
For example, Ogunniyi et al. [9] showed that seven finite element analysis models, each with 250 nodes, can be solved in parallel
in under a millisecond, with a single 250-node model taking about 250 microseconds. However, while these techniques show
promise for tracking and parameter estimation in controlled experimental setups, their effectiveness in more complex, real-world
applications—where system dynamics are nonlinear or non-stationary—remains to be fully explored.

Topological data analysis (TDA) is a method that applies concepts from algebraic topology to study the shape of data using
modern mathematical tools. By examining the topological features of datasets, TDA can reveal complex patterns and structures
that are not immediately apparent through traditional methods. Recent advancements in TDA have showcased its power in feature
extraction, particularly in the context of structural health monitoring [10] and time series analysis [11–13]. This approach has
been effective in linking topological features to fundamental dynamic characteristics, such as the first fundamental frequency [14].
Utilizing TDA helps us gain deeper insights into the data structure and enhances our modeling and monitoring capabilities, especially
in high-rate systems where dynamics are non-stationary.

In addition to TDA, data-driven techniques have gained prominence in structural health monitoring, particularly with the
adoption of recurrent neural networks (RNNs), including long short-term memory (LSTM) networks. RNNs, and LSTM networks
in particular, have shown effective in modeling complex, nonlinear time series data across various fields [15–17]. As a specific
form of RNN, LSTMs are inherently suited for representing dynamic systems due to their ability to capture long-term temporal
dependencies. This makes them particularly suitable for applications in high-rate environments. However, while these approaches
address challenges like data scarcity and modeling complexity, they often fall short in providing effective uncertainty quantification
(UQ). UQ is crucial for making informed decisions by assessing the confidence in predictions, especially in high-stakes scenarios [18].

UQ is increasingly recognized as a critical component in machine learning and deep learning applications. It manages uncertain-
ties arising from various sources, such as mismatches between training and test data, noise, and model inaccuracies [19]. Evaluating
the efficacy of artificial intelligence systems before deployment is crucial to ensure they handle uncertainties effectively [20]. For
instance, the integration of UQ in machine learning models and its calibration plays a vital role in ensuring safety and reliability
in artificial intelligence systems [21–24]. Addressing UQ effectively enhances the robustness and accuracy of predictive models,
particularly in high-stakes environments.

This paper introduces Probabilistic Prediction for Structural Health Monitoring (ProbPredict-SHM), a probabilistic machine
learning pipeline designed for enabling real-decision systems for in high-rate dynamics. The ProbPredict-SHM pipeline integrates
TDA for advanced feature extraction, enhancing the model’s ability to interpret complex data patterns and improve estimation
accuracy. To illustrate fundamental concepts and assess the pipeline’s performance, we first apply it to a controlled toy example
2 
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Fig. 2. Overview of the probabilistic machine learning pipeline using TDA features extraction. 𝑆 𝑙 𝑏 and 𝑆𝑢𝑏 represent the lower and upper bounds for state
estimation, respectively.

involving linear chirp signals. This example serves as a preliminary assessment of ProbPredict-SHM’s capabilities. Additionally,
the pipeline’s performance is rigorously evaluated using datasets from the Dynamic Reproduction of Projectiles in Ballistic Envi-
ronments for Advanced Research (DROPBEAR) testbed, which simulates high-rate dynamic events. This comprehensive evaluation
demonstrates the ProbPredict-SHM’s capability to provide accurate real-time state estimates and effective UQ, contributing to more
reliable structural health monitoring in dynamic environments. The primary contributions of this paper are: (1) the development of
a real-time machine learning pipeline for structural health monitoring; (2) the application of TDA-based feature extraction; and (3)
the implementation of comprehensive UQ.

The remainder of this paper is organized as follows: Section 2 provides an overview of the ProbPredict-SHM and its integration
with TDA. Section 3 details the methodology employed for implementing the probabilistic machine learning framework. Sections
4 and 5 present and analyze two case studies: one utilizing synthetic data and the other evaluating the ProbPredict-SHM on the
DROPBEAR testbed. Finally, Section 6 discusses the practical applicability of the ProbPredict-SHM and offers recommendations for
future research and development.

2. Overview of probabilistic machine learning pipeline

State estimation is addressed from a machine learning perspective as a multivariate supervised regression problem. Our approach
uses a pipeline-based methodology to engineer features from high-rate data for training both probabilistic and non-probabilistic
models. This pipeline focuses on the offline stages of feature engineering, algorithm training, and uncertainty calibration to ensure
robustness, accuracy, and reliability before any potential application in real-time scenarios. An overview of the ProbPredict-SHM
pipeline is illustrated in Fig. 2.

Our methodology incorporates techniques from TDA, specifically persistent homology, to capture the topological characteristics
of the data. The time series data is converted into delay vectors—representations of the original data that capture temporal
relationships—using a technique called time delay embedding. This is followed by constructing sliding windows for feature
extraction and applying persistent homology to derive 10 distinct features. Detailed explanations of these steps are provided in the
Methodology section. The dataset, now enriched with TDA features, serves as input for various algorithms, including probabilistic
models such as neural network ensembles (NNE) and Monte Carlo (MC) dropout, as well as advanced techniques that comprise
ensemble-type RNNs and MC dropout-type RNNs. For hyperparameter tuning, all algorithms use a grid search approach to determine
parameters such as the number of layers and ensemble size, which helps prevent overcomplicating the model. Adam optimization
is used to train the weights of the neural network-based models. Techniques such as early stopping and regularization are applied
where applicable to prevent overfitting.

The performance of the different machine learning models is assessed using a variety of metrics, including mean absolute error
(MAE), time response assurance criterion (TRAC), and uncertainty estimation metrics such as negative log-likelihood (NLL) and
expected calibration error (ECE). Detailed descriptions of these metrics are provided in Section 3.

3. Methodology

We develop a probabilistic machine learning pipeline for structural state estimation of high-rate systems, called ProbPredict-SHM.
This approach involves hierarchical steps, including preprocessing, feature engineering using TDA, and normalization before model
fitting and tuning.
3 
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3.1. Preprocessing and feature engineering

ProbPredict-SHM begins with applying a low-pass filter to the raw data to enhance data quality and reduce noise. This filtering
rocess eliminates high-frequency noise and captures the dominant signal components, mitigating the effects of non-stationarity in
igh-rate dynamic systems. The filtered acceleration data collected from sensors serves as the primary input for ProbPredict-SHM.
nce the data is preprocessed, TDA is used for feature extraction. The collected signal data, initially a one-dimensional time series,

s converted into higher-dimensional point clouds with a delay vector embedding, as shown in Eq. (1). The embedding theorem
uarantees that, for a stationary system and with certain conditions on forcings, the full dynamics of the system can be recovered
ith an appropriate choice of embedding dimension 𝑑 [25].

𝜒(𝑡) = [𝑥(𝑡), 𝑥(𝑡 − 𝜏), 𝑥(𝑡 − 2𝜏),… , 𝑥(𝑡 − (𝑑 − 1)𝜏)] (1)

with 𝜏 representing the time delay. The embedding dimension 𝑑 is typically determined using the false nearest neighbor test, while
he time delay 𝜏 is selected based on mutual information [26,27]. The delay vector, if appropriately constructed, preserves the

essential dynamics of the system. Under this hypothesis, TDA techniques can be employed to extract dynamically meaningful features
from the resulting point clouds. Here, these features are used to build and refine machine learning models to estimate the state of
the high-rate dynamic system.

To address nonstationarity due to moving boundary conditions, two sliding windows extract local TDA features, assuming
stationarity within these windows. This assumption generally holds for our systems of interest, given that their dynamics return to
a stationary behavior following a disturbance. Given the sampling frequency, maximum frequency (𝑓max), and minimum frequency
(𝑓min) of the data, the two sliding windows (𝐻0 and 𝐻1) are constructed with specific sizes [14]. The 𝐻0 window captures TDA
features related to connected components or zero-dimensional holes, while the 𝐻1 window captures features related to loops or
one-dimensional holes. The time delay 𝜏 is computed using:

𝜏 = 0.25
𝑓max

(2)

This strategy ensures that the embedded signal forms a circle at 𝑓max, distinguishing shapes at lower frequencies that resemble
ellipses. The maximum allowable time delay 𝜏 is chosen to avoid folding the topological space onto itself, which would lead to
information loss. It is recommended to choose a time delay 𝜏 lower than this maximum value to further mitigate the risk of
information loss. For 𝐻0 feature extraction, the window size is 1

𝑓max
+ 2𝜏, and for 𝐻1 feature extraction, it is 1

𝑓min
+ 2𝜏. These

indows are min–max scaled to standardize them, focusing on temporal aspects rather than amplitude. The scaled windows are
onverted into point clouds using the calculated time delays (𝜏).

To reduce computational demands, the 𝐻1 window is moved during the sliding process with a step size 𝑠, while the 𝐻0 window
is constructed to keep its final point consistent with that of the 𝐻1 window. This approach ensures that the collected data remain
consistent. With an embedding dimension 𝑑 set to 3, TDA techniques, specifically persistent homology [28], are used to extract
10 features (5 from 𝐻0 and 5 from 𝐻1) that numerically represent the topology of the point clouds. Finally, the feature data are
normalized to ensure consistent scaling, which promotes stable training and improved convergence of the machine learning training
process.

The effectiveness of this feature extraction method has been validated in [14], where it was demonstrated that the maximum
persistence of the 0th and 1st-dimensional persistence homology groups, specifically 𝐻0 and 𝐻1, can provide stable estimations of
ystem states, such as cart location, with reduced noise levels compared to other TDA features. While TDA remains a relatively new
rea of research, we are actively investigating the potential of TDA features to create more efficient representations of dynamic
ystems. Although TDA has shown considerable promise in our studies, we are also open to exploring alternative feature extraction
ethods. Nevertheless, the results thus far suggest that TDA features can serve as effective inputs for machine learning models,

offering stable estimates of system states, such as cart location, with lower noise levels when compared to other feature extraction
echniques. This reinforces our confidence in the utility of TDA for our system. Detailed descriptions of each feature are provided
n Appendix A.

3.2. Model development

This section describes the background and methodology of the machine learning models used to evaluate the ProbPredict-SHM
pipeline. The models include Gaussian process regression (GPR), neural network ensemble (NNE), Monte Carlo (MC) dropout, and
recurrent neural network (RNN), each chosen for their unique strengths in handling high-rate data and providing UQ.

Gaussian process regression (GPR). GPR is a powerful non-parametric, probabilistic model that provides both predictions and
uncertainty estimates, making it ideal for UQ. Unlike traditional parametric models, GPR defines a distribution over possible
functions that fit the data, offering flexibility for complex datasets.

GPR’s mathematically rigorous approach to predictive uncertainty and its inherent distance-aware property allow it to quantify
ncertainty based on the proximity of test points to the training data. It produces low uncertainty for test points close to the training
istribution and high uncertainty as points move farther away, making it particularly effective at detecting out-of-distribution (OOD)
amples. This ability to distinguish between in-distribution and OOD points establishes GPR as a benchmark for reliable UQ and a

gold standard for evaluating other probabilistic models.
4 
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GPR begins with a Gaussian process before the unknown function: 𝐹 (𝑥) ∼ (𝑚(𝑥), 𝑘(𝑥, 𝑥′)) [29]. This Gaussian process prior is
fully characterized by a mean function 𝑚(𝑥) and a covariance function 𝑘(𝑥, 𝑥′). Here, 𝑥 ∈ R𝑃 is an arbitrary input variable, and the

ean function 𝑚(𝑥) and covariance kernel 𝑘(𝑥, 𝑥′) are defined as 𝑚(𝑥) = E[𝐹 (𝑥)] and 𝑘(𝑥, 𝑥′) = cov(𝐹 (𝑥), 𝐹 (𝑥′)). The kernel function
etermines the properties of the function, such as smoothness and periodicity. For our implementation, we use the standard radial
asis function (RBF) kernel and the Matérn kernel for hyperparameter tuning, as detailed in [29].

Neural network ensemble (NNE). NNE improves upon traditional neural networks by combining multiple models to capture both
epistemic and aleatory uncertainty. It integrates multiple neural networks into a single meta-regressor, enhancing prediction
accuracy, robustness, and the quality of uncertainty estimates compared to individual neural networks. NNE is also scalable to
high-dimensional problems, making it a powerful tool for real-world applications.

Following the approach proposed in [30], our NNE comprises several deep neural networks, each with 5 hidden layers. Each
etwork’s output layer is designed to predict two components: the mean, 𝜇𝑖(𝑥), and the variance, 𝜎2𝑖 (𝑥), where 𝜎2𝑖 (𝑥) > 0. This
rchitecture allows the ensemble to generate predictions along with their associated uncertainty. The overall ensemble means 𝜇(𝑥)
nd variance 𝜎2(𝑥) are computed as follows:

𝜇(𝑥) = 1
𝑀

𝑀
∑

𝑖=1
𝜇𝑖(𝑥) (3)

𝜎2(𝑥) = 1
𝑀

𝑀
∑

𝑖=1

(

𝜎2𝑖 (𝑥) + 𝜇2
𝑖 (𝑥)

)

− 𝜇2(𝑥) (4)

where 𝑀 is the number of models in the ensemble. Each neural network in the ensemble is trained using the negative log-likelihood
(NLL) as the loss function, defined as:

𝐿𝑜𝑠𝑠 = 1
𝑁

𝑁
∑

𝑖=1

(

1
2
log(𝜎2𝑖 (𝑥)) +

(𝑦 − 𝜇𝑖(𝑥))2

2𝜎2𝑖 (𝑥)

)

(5)

where 𝑁 represents the number of data points, and 𝑦 is the true value. This approach ensures that the models fit the data well
while providing reliable uncertainty estimates. By combining the predictions from multiple neural networks, the ensemble method
reduces the risk of overfitting and increases the model’s robustness, leading to more accurate and reliable predictions.

Monte Carlo (MC) dropout. MC dropout, initially introduced as a regularization technique to mitigate overfitting in deep neural
networks [31], has emerged as a promising method for approximating posterior predictive distributions in Bayesian neural
networks [32].

In MC dropout, dropout layers are added after each fully connected layer of the DNN. During training, these dropout layers
introduce randomness by stochastically dropping connections between neurons, creating a randomized sparse network. At test time,

ultiple forward passes through the model are conducted with different dropout patterns, resulting in an ensemble of predictions.
This ensemble can then be leveraged to estimate prediction uncertainty.

One of the key advantages of MC dropout is its simplicity of implementation, requiring minimal modifications to existing DNN
architectures. It exhibits low computational cost and scalability, making it applicable to various types of neural networks, including
convolutional neural networks (CNNs) and RNNs [33,34].

Probabilistic RNN. RNN is a type of neural network model that handles sequential data [35]. It is mostly applied to time series
prediction, video analysis, and musical information retrieval, where a model must learn from sequence inputs. RNN has a recurrent
onnection where the last hidden state is an input to the next state. The update of states can be described as follows:

ℎ𝑡 = 𝜎(𝑊 𝑥𝑡 + 𝑈 ℎ𝑡−1 + 𝑏) (6)

where 𝑥𝑡 ∈ R𝑀 and ℎ𝑡 ∈ R𝑁 are the input and hidden state at time step 𝑡, respectively. 𝑊 ∈ R𝑁×𝑀 , 𝑈 ∈ R𝑁×𝑁 , and 𝑏 ∈ R𝑁 are
he weights for the current input and the recurrent input, and the bias of the neurons. 𝜎 is an element-wise activation function of
he neurons, and 𝑁 is the number of neurons in this RNN layer.

To convert an RNN into a probabilistic model, we can incorporate the methods described above—NNE and MC Dropout—into
the RNN architecture. These approaches allow the model to not only make predictions but also quantify the uncertainty associated

ith those predictions, which is crucial for applications where understanding the confidence of the model’s output is important.

Model selection rationale. While Markov chain Monte Carlo (MCMC) and variational inference provide high-quality uncertainty
quantification, they suffer from significant computational costs, limited scalability, and implementation complexity. These methods
require substantial resources for training and inference, particularly for high-dimensional data, which makes them impractical
for real-time or large-scale applications. Furthermore, converting a deterministic model into a probabilistic one using MCMC or
variational inference involves intricate setups, adding further implementation challenges. In contrast, MC Dropout offers a simpler,
computationally efficient alternative that still delivers effective uncertainty quantification, making it a more practical choice for our
study.

3.3. Metrics for performance evaluation

We evaluate the performance of our models using several metrics to ensure a robust and comprehensive assessment. These
metrics include mean absolute error (MAE), time response assurance criterion (TRAC), negative log-likelihood (NLL), and expected
calibration error (ECE).
5 
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Mean absolute error (MAE). MAE is a measure of errors between paired observations expressing the same phenomenon. It is
calculated as:

MAE = 1
𝑁

𝑁
∑

𝑖=1

|

|

�̂�𝑖 − 𝑦𝑖|| (7)

where 𝑦𝑖 is the true value, �̂�𝑖 is the predicted value, and 𝑁 is the total number of samples. MAE is simple to interpret and provides
an absolute measure of the average error magnitude.

Time response assurance criterion (TRAC). TRAC is used to evaluate a system’s dynamic response. It compares the predicted and
ctual responses over time [36]. The calculation of TRAC is given by:

TRAC = (𝑦𝑇 �̂�)2

(𝑦𝑇 𝑦)(�̂�𝑇 �̂�)
(8)

TRAC ranges from 0 to 1, with values closer to 1 indicating better model performance in capturing the system’s dynamic behavior.

Negative log likelihood (NLL). NLL measures the fit of a probabilistic model to the validation or test data by evaluating the likelihood
f observing the actual target values given the model’s predictions [37]. An example of the NLL has been given in Eq. (5) as the

loss function for training a probabilistic neural network in a NNE.
A lower NLL indicates a better fit of the model to the data, as it reflects higher likelihoods for the observed outcomes. NLL

is an indirect indicator of model calibration and is frequently used with calibration metrics to evaluate the quality of predictive
uncertainty.

Expected calibration error (ECE). ECE measures the discrepancy between the expected confidence of predictions and the observed
onfidence, providing a quantitative assessment of how well the predicted probabilities reflect actual outcomes [38]. To understand

ECE, it is essential first to consider the concept of a calibration curve, which plots the predicted confidence levels against the
observed frequency of correct predictions. A well-calibrated model will have a calibration curve close to the diagonal line, where
predicted confidence matches observed accuracy. It is defined as:

ECE =
𝐾
∑

𝑗=1
𝑤𝑗

|

|

|

𝑐𝑗 − 𝑐𝑗
|

|

|

(9)

where 𝐾 represents the number of confidence bins equally spaced between 0 and 1, such that 0 ≤ 𝑐1 < 𝑐2 < ⋯ < 𝑐𝐾 ≤ 1. The weight
𝑤𝑗 can be either a constant 1

𝐾 or proportional to the number of samples falling into each bin. In our approach, we calculate 𝑐𝑗 as
he observed confidence level for the 𝑗th confidence bin. This is computed as:

𝑐𝑗 =
1
𝑁

𝑁
∑

𝑖=1
I(𝑦𝑖 is in 𝑃 𝐼𝑗 ) (10)

Here, 𝑁 is the total number of predictions, and I(prop) is an indicator function that equals 1 if the true value 𝑦𝑖 falls within the
prediction interval 𝑃 𝐼𝑗 and 0 otherwise. The prediction intervals 𝑃 𝐼𝑗 for the 𝑗th bin are generated from a normal distribution using
confidence bins 𝑐𝑗 , the predicted mean �̂�𝑖, and variance �̂�2. The ECE provides a single-number summary of how well-calibrated the
model is, where a lower ECE indicates better calibration.

Test time. Test time is an important metric for evaluating the efficiency of the ProbPredict-SHM pipeline. We calculate the test
time as the sum of three main components: (1) signal preprocessing time, (2) feature extraction time (consumed by TDA), and (3)

odel prediction time (e.g., one or multiple forward passes for NN-based models). This evaluation helps determine the practicality
f the pipeline for potential real-time applications. By analyzing feature extraction and prediction times, we aim to ensure that the

ProbPredict-SHM pipeline is robust and feasible for real-time implementation.
These metrics provide a comprehensive evaluation of the models, capturing both the predictions’ accuracy and uncertainty.

4. Case study 1: Linear chirp signals

In this case study, we introduce a synthetic dataset designed to emulate the DROPBEAR testbed dynamics (Case Study 2)
nd thus provide a first level assessment of the ProbPredict-SHM pipeline. The dataset utilizes linear chirp signals, representing
ynamic systems with varying frequencies over time, providing a controlled setting to evaluate ProbPredict-SHM’s performance and
eliability. The linear chirp signal is mathematically defined as:

𝑥(𝑡) = cos
(

2𝜋
(

(𝑓1 − 𝑓0)
2𝑇

𝑡2 + 𝑓0𝑡
))

, (11)

where 𝑓0 denotes the initial frequency, 𝑓1 represents the final frequency, and 𝑇 is the total duration of the signal. The quadratic
term 𝑡2 indicates a linear change in frequency over time, simulating dynamic frequency variations in the system.

Fig. 3 illustrates the generated signals for the training phase. The training signal is constructed with frequencies ranging from
10 Hz to 15 Hz. Specifically, the signal maintains 10 Hz for the first two seconds (0–2 s), increases linearly to 15 Hz over the next
wo seconds (2–4 s), remains at 15 Hz for an additional two seconds (4–6 s), then decreases back to 10 Hz over the subsequent two
econds (6–8 s), and finally stays at 10 Hz for the last two seconds (8–10 s).
6 
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Fig. 3. Synthetic signal generated for training.

Fig. 4. Synthetic signal generated for testing.

To evaluate model performance with out-of-domain frequencies, we introduce a testing signal that extends beyond the training
domain, spanning frequencies from 5 Hz to 20 Hz. This signal maintains a similar pattern to the training signal but introduces new
frequency ranges. Fig. 4 highlights the new frequency ranges introduced for this evaluation, providing a robust test for the model’s
ability to handle such OOD frequencies. Both the training and testing signals underwent feature extraction using the TDA parameters
7 
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Table 1
Parameters for TDA feature extraction for Case Study 1. The chosen time delay 𝜏 is
0.0083 s, half of the maximum allowable value of 0.016 s, computed using Eq. (2), to
prevent folding of the topological space.
Parameter Value (unit)

𝐻0 Window Size 0.1 (s)
𝐻1 Window Size 0.1333 (s)
Time Delay (𝜏) 0.0083 (s)
Embedding Dimension (𝑑) 3
Window Step Size 1 (step)

Fig. 5. Results of a parametric study on the total predictive uncertainty vs. measurement noise for Case Study 1. The left plot shows mean posterior variance
vs. noise variance for in-distribution (ID) and out-of-distribution (OOD) test samples. The mean posterior variance is calculated as the average of GPR-produced
posterior variances across all ID or OOD test samples. The right plot consists of three sub-plots that show the mean predictions, prediction intervals, and ground
truth for three noise variance values: (a) 0.1, (b) 0.5, and (c) 0.9.

outlined in Table 1. These parameters are calculated based on the training frequency range and applied consistently to the testing
signal. This approach simulates a real-world scenario where we expect that incoming signals will not deviate significantly from the
training bounds.

Preprocessing steps, including low-pass filtering and scaling, are part of the pipeline; however, they are not applied in this
instance. This choice is based on the chirp signal’s inherent characteristics: it is free of noise and maintains a constant amplitude,
which allows for a direct and unaltered assessment of the pipeline’s performance. Additionally, for this study, we utilize only two
features—𝐻1 and 𝐻0 maximum persistence—extracted from the signal as inputs for our model.

4.1. Uncertainty evaluation on linear chirp signals

In this section, we analyze how aleatory and epistemic uncertainties evolve with varying noise levels. Aleatory uncertainty
represents the inherent variability or noise within the data, while epistemic uncertainty reflects the model’s lack of knowledge or
uncertainty about the data, especially in regions not covered by the training set. To illustrate these uncertainties, we apply GPR to
linear chirp signals. Fig. 5 shows how the uncertainties are affected by different noise levels.

A notable reduction in uncertainty is observed when the noise variance is incrementally increased from 0 to 0.1. Initially, with no
added noise, the model exhibits heightened sensitivity to OOD points, resulting in elevated uncertainties. This heightened sensitivity
arises because the model tends to overfit the training data in the absence of noise, making it less robust and overly reactive to
deviations or new patterns. Consequently, uncertainties for OOD points can be significantly elevated. Conversely, introducing a
slight increase in noise variance reduces the model’s sensitivity to OOD points, leading to a substantial decrease in uncertainty. This
initial addition of noise aids in regularizing the model, thereby enhancing its stability and reducing sensitivity to variations in OOD
points that are near the training data.

As shown in Fig. 5, as noise variance increases, the ID posterior variance also increases, representing aleatory uncertainty. This
rise in ID posterior variance indicates that aleatory uncertainty grows with higher noise levels. However, it is observed that the OOD
posterior variance remains consistently higher than the ID posterior variance. This higher OOD posterior variance is due to aleatory
noise exacerbating the uncertainty associated with OOD points. The consistent gap between ID and OOD posterior variances suggests
that the excess uncertainty observed in the OOD predictions is predominantly epistemic. This implies that, while aleatory uncertainty
increases with noise, the larger gap highlights an additional layer of uncertainty arising from the model’s lack of knowledge about
8 



Y.K. Chua et al. Mechanical Systems and Signal Processing 227 (2025) 112319 
Fig. 6. Visual representations of coverage and discrimination across three different scenarios. The top plot displays intervals that accurately cover the true
values The top plot demonstrates high coverage with low discrimination, where the 95% prediction intervals (±2 standard deviations) encompass the true values
but fail to discriminate between high- and low-confidence predictions. The middle plot illustrates prediction intervals that fail to encompass the true values,
indicating poor coverage, with no accurate predictions in the in-domain segment, but show effective discrimination. The bottom plot shows intervals that both
accurately cover the true values and effectively discriminate between high- and low-confidence predictions.

the OOD data, which is characteristic of epistemic uncertainty.
Following this evaluation, we emphasize the importance of coverage and discrimination in probabilistic models. These require-

ments are crucial for ensuring that uncertainty estimates are both actionable and reliable. Accurate coverage indicates that the
model’s uncertainty estimates reliably encompass the true values of predictions with high probability, which is crucial in applications
where avoiding false negatives is essential. Conversely, accurate discrimination refers to the model’s ability to effectively differentiate
between high-confidence and low-confidence predictions. Effective discrimination enables the model to identify uncertain instances,
guiding further data collection or adjustments. Fig. 6 visually represents these concepts, illustrating how probabilistic models should
achieve both accurate coverage and discrimination to ensure reliable predictions.

In addition to evaluating the general performance of the model, we investigate the relationship between uncertainty estimates
and prediction error. Using our toy example, we derive uncertainty estimates from the GPR model, which is evaluated on test
samples. We then assess whether these estimates are correlated with the actual prediction error, which remains unknown during
the model training phase. As illustrated in Fig. 7, we observe that higher uncertainty estimates positively correlate with greater
prediction error, indicating that the model’s uncertainty estimates can effectively reflect the level of prediction error.

4.2. Algorithm performance

In this section, we utilize the GPR model trained in the previous section and compare its performance with other probabilistic
models, such as MC Dropout and NNE. By comparing these models, we aim to assess how well each approach balances accurate
prediction with reliable uncertainty estimates. Fig. 8 provides a visual comparison of the predictive performance and UQ for GPR,
MC Dropout, and NNE. Each subfigure contrasts the predicted frequency (Hz) over time (s) with the true frequency (black dashed
line), displaying the model’s prediction (red line) and the corresponding uncertainty interval (yellow shaded region).

All models—GPR, MC Dropout, and NNE—demonstrated effective coverage and discrimination in their predictive uncertainty
estimates, though notable differences are observed in their performance when generalizing beyond the training domain. NNE and MC
Dropout exhibited superior behavior compared to GPR when predicting frequencies above the training domain, indicating that these
9 
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Fig. 7. Scatter plot showing the relationship between prediction error and uncertainty estimate for in-domain (ID) and out-of-domain (OOD) samples. The inset
plot highlights a zoomed-in region to visualize better the correlation between prediction error and uncertainty estimate for ID samples in this area.

models are better equipped to handle OOD scenarios. This highlights their strength in managing unseen signals more effectively.
However, despite achieving strong coverage and discrimination, all models displayed high prediction error and uncertainty at
frequencies below the training domain. This increased uncertainty likely stems from limitations in the feature extraction process,
as features extracted in this range fail to capture meaningful patterns, resulting in inaccurate predictions. GPR, while maintaining
lower uncertainty when predicting frequencies above the training domain, also followed this trend, with increased uncertainty and
error at lower frequencies. Overall, this analysis provides valuable insight into the limitations of both model performance and the
feature extraction process, with NNE and MC Dropout proving more robust in handling OOD predictions compared to GPR.

5. Case study 2: ProbPredict-SHM on DROPBEAR testbed

The DROPBEAR experimental testbed, shown in Fig. 9, was developed to study high-rate dynamic systems, with a focus on
simulating damage or detachment in such systems [6]. It comprises of a 51 × 6 × 350 mm cantilever beam equipped with a single
accelerometer (model 393B04 by PCB Piezotronics) mounted at the beam’s free edge. The testbed incorporates a movable roller
support system that allows controlled variation in boundary conditions during experiments. By adjusting the roller’s position, the
system induces repeatable, controllable changes in system dynamics, simulating damage in real-time without requiring permanent
alterations to the beam. This ability to simulate dynamic damage during system response, without needing to change configurations
between tests, enables a more realistic and controlled study of system behavior under high-rate conditions.

The roller follows a predefined profile ranging from 48 mm to 175 mm, initiating vibrations in the beam. Experimental tests
involved various input profiles, designed to elicit specific structural responses. Data acquisition during experiments was conducted
using a 14-bit ADC for the linear transducer (SPS-L225-HALS by Honeywell) and a 24-bit IEPE ADC for acceleration data (NI-
9234). These measurements provide insights into the dynamic behavior of structures under ballistic environments, facilitating the
development and validation of advanced state estimation techniques. The latest dataset used in this work is made available through
a public repository [39]. The latest dataset extends the experimental test by running the test with multiple trials and configurations,
enabling a more comprehensive analysis of the system’s behavior under varied conditions. This updated dataset includes new
movement profiles and additional trial repetitions to improve the robustness of the experimental observations. Specifically, the
dataset encompasses three primary movement sets: Standard, Stepwise, and Random.

In the Standard Movement set, data was collected using six distinct input profiles: square waves, sinusoidal waves, and impulse
inputs, each designed to represent common excitation forces applied to the beam. This set includes 20 trials to capture the beam’s
response under these predictable conditions. The Random Movement set consists of 10 different random movement profiles, each
with 10 trials, designed to capture the beam’s response under unpredictable or less structured conditions, providing a broader view
of the system’s dynamic behavior.
10 
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Fig. 8. Prediction results using the ProbPredict-SHM pipeline. From top to bottom: (a) Gaussian process regression (GPR), (b) Monte Carlo (MC) dropout, and
(c) Neural network ensemble (NNE). Each subplot shows the predicted frequency (Hz) over time (s) with the true frequency indicated by the black dashed line.
The red line represents the model’s predictions, and the yellow shaded region denotes the prediction interval (±2 standard deviations). The shaded areas in
light green and light coral highlight in-domain (ID) and out-of-domain (OOD) regions, respectively. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 9. DROPBEAR experimental setup along with the displacement and acceleration signals [39].

5.1. Algorithm performance

In this section, we implement the proposed pipeline by first training the model on the Standard Movement dataset and then
evaluating its generalization ability on the Random Movement dataset. This strategy allows us to assess the model’s robustness across
diverse input profiles and scenarios, providing insights into its adaptability. Both the training and testing signals are processed using
feature extraction techniques, employing the TDA parameters specified in Table 2. These parameters were optimized based on the
training frequency range and consistently applied to the testing signal to ensure a fair and comparable evaluation. The pipeline was
11 
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Table 2
Parameters for TDA feature extraction for Case Study 2. The time delay 𝜏 is selected as
2.976 ms, half of the maximum allowable value of 5.952 ms, computed using Eq. (2),
to prevent folding of the topological space.
Parameter Value (unit)

𝐻0 Window Size 35.71 (ms)
𝐻1 Window Size 50.37 (ms)
Time Delay (𝜏) 2.976 (ms)
Embedding Dimension (𝑑) 3
Window Step Size 40 (steps)

Fig. 10. Prediction results with RNN–NNE for sequence number 5. The left figure visualizes the prediction results using RNN–NNE, while the right figure shows
the calibration curve for RNN–NNE.

Table 3
Model performance metrics for sequence number 5. The computation time per sample is computed as the sum of the times
consumed by signal preprocessing, TDA-based feature extraction, and model prediction.

Model MAE (mm) TRAC NLL ECE (%) Computation time per
sample (ms)

NN 6.856 0.991 – – 26.896
RNN 5.901 0.994 – – 26.961
GPR 6.508 0.991 −2.339 10.625 27.107
MC Dropout 8.475 0.990 3.282 22.264 26.932
NNE 6.309 0.992 −4.304 13.621 27.220
RNN-MC 7.524 0.992 −2.613 16.001 27.156
RNN–NNE 5.030 0.995 −2.498 7.817 27.158

Table 4
Breakdown of computation time per sample for models on sequence number 5. The computation time per sample
is computed as the sum of the times consumed by signal preprocessing (Prep. time), TDA-based feature extraction
(TDA time), and model prediction (Pred. time).

Model Prep. time (ms) TDA time (ms) Pred. time (ms)

NN

0.0369 26.856

0.003
RNN 0.068
GPR 0.213
MC Dropout 0.039
NNE 0.326
RNN-MC 0.263
RNN–NNE 0.265

evaluated on a high-performance computing system equipped with (1) a 12th Gen Intel® Core™ i7-12700K 3.60 GHz processor with
12 cores and 20 threads and (2) 32.0 GB RAM.

The results of ProbPredict-SHM with the RNN–NNE model are illustrated in Fig. 10, where sequence number 5 is selected due
to its lowest MAE among all models. Table 3 summarizes the algorithm’s performance on this sequence. The RNN–NNE model
achieves the lowest MAE of 5.030 mm, indicating superior prediction accuracy. This suggests that the combination of RNN and NNE
is particularly effective at capturing the underlying patterns in the data, as evidenced by its highest TRAC and the lowest ECE among
the probabilistic models, with an ECE of 7.817%. Regarding computation time, while the RNN–NNE model takes 0.175 ms longer to
predict compared to the standard RNN, most of the time is spent on TDA-based feature extraction. The TDA time, which consistently
accounts for around 26.7 ms across all models, dominates the total computation time. Table 4 breaks down the computation time
12 
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Table 5
Average results over Random Movement dataset. The computation time per sample is computed as the sum of the times consumed
by signal preprocessing, TDA-based feature extraction, and model prediction.

Model MAE (mm) TRAC NLL ECE (%) Computation time per
sample (ms)

NN 7.806 0.988 – – 26.806
RNN 7.171 0.992 – – 26.865
GPR 7.573 0.988 −2.327 9.120 27.016
MC Dropout 10.074 0.985 7.330 25.263 26.836
NNE 7.346 0.989 −4.202 11.353 27.110
RNN-MC 8.197 0.990 −2.598 15.876 27.043
RNN–NNE 5.705 0.993 −2.481 7.335 27.055

Table 6
Breakdown of average computation time per sample for models over Random Movement dataset.
The computation time per sample is computed as the sum of the times consumed by signal
preprocessing (Prep. time), TDA-based feature extraction (TDA time), and model prediction (Pred.
time).

Model Prep. time (ms) TDA time (ms) Pred. time (ms)

NN

0.0361 26.766

0.0039
RNN 0.0628
GPR 0.2137
MC Dropout 0.0339
NNE 0.3078
RNN-MC 0.2415
RNN–NNE 0.2527

for each model into signal preprocessing (Prep. time), TDA-based feature extraction (TDA time), and model prediction (Pred. time).
onetheless, this indicates that incorporating a probabilistic model does not significantly increase computation time. All models’
rediction durations remain well below 100 ms, ensuring real-time predictions are feasible. Additional figures showing results for
ther models and sequence number 5 can be found in the Appendix C.

Several key insights emerge from the average results across all Random Movement sequences presented in Table 5. The RNN–NNE
odel excels with the lowest MAE of 5.705 mm and the highest TRAC, demonstrating superior predictive accuracy and robustness.

t also achieves strong probabilistic performance with a low ECE of 7.335%, indicating well-calibrated uncertainty estimates. In
ontrast, the MC Dropout model, while fast, shows poor calibration with a high ECE of 25.263%. Table 6 provides a breakdown of
he average computation time per sample for models tested on the Random Movement dataset. Despite its slightly longer processing
ime, the RNN–NNE model offers an excellent balance between high accuracy and reliable UQ, making it particularly well-suited

for real-time applications where both performance and calibration are crucial.

6. Discussion on practical applicability of ProbPredict-SHM

6.1. Practical applicability of ProbPredict-SHM

The proposed ProbPredict-SHM pipeline advances structural state estimation by offering a sophisticated alternative to traditional
methods. Its performance across various datasets, including Standard and Random Movements, demonstrates strong generalization
nd adaptability to different conditions. A key strength of ProbPredict-SHM is its dual capability to provide state estimates alongside
Q, offering a clear measure of predictive reliability. This feature ensures that predictions are both accurate and trustworthy.
ith predictions delivered in under 100 ms, ProbPredict-SHM is ideal for real-time applications such as industrial monitoring and

utonomous systems, where rapid and reliable state estimation is essential.
Looking ahead, several avenues could enhance ProbPredict-SHM’s applicability. Expanding the pipeline to include additional

metrics for predictive uncertainty could provide deeper insights into prediction reliability, particularly in complex scenarios.
pplying ProbPredict-SHM to diverse high-rate datasets would also test its robustness across various domains. Furthermore,

ncorporating a proxy for error and anomaly detection could significantly enhance the pipeline’s functionality. A proxy for error
refers to a surrogate measure that approximates prediction errors when the true errors are not directly available. This approach helps
assess model performance and reliability in real-time applications. Anomaly detection would enable ProbPredict-SHM to identify
and respond to unexpected data deviations, improving its ability to handle irregularities.

Fig. 11 illustrates both use cases. The proxy for error is demonstrated by comparing predicted uncertainty with actual deviations
in the signal. It shows that regions with high uncertainty also exhibit high absolute error. Meanwhile, the anomaly detection
mechanism identifies significant outliers or abnormal patterns in the data stream. This combination provides real-time feedback,
facilitating more adaptive and accurate predictions. Overall, ProbPredict-SHM’s strengths and potential for future enhancements
make it a powerful tool for real-time state estimation in the high-rate domain.
13 
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Fig. 11. Two potential use cases of ProbPredict-SHM. The top left figure illustrates the proxy for error within the pipeline by comparing predicted uncertainty
with actual deviations, showing that regions of high uncertainty correspond to high absolute error. The top right figure demonstrates anomaly detection within
the pipeline by identifying significant outliers or abnormal patterns in the data stream.

6.2. Limitations and potential opportunities

Despite achieving prediction times of less than 100 ms, the current implementation of ProbPredict-SHM faces several limitations.
The primary bottleneck is the TDA feature extraction process, which restricts further reductions in computational time. Moreover,
the purely data-driven nature of the pipeline results in a lack of interpretability for the extracted topological features, as they do
not have a direct connection to the physical system behavior. Additionally, the feature extraction process relies on fixed window
sizes for 𝐻0 and 𝐻1. If new incoming signals fall outside these predetermined bounds, prediction accuracy may degrade.

To address these limitations, several opportunities for enhancement can be pursued. One key opportunity is to develop a fast
TDA approximation method that bypasses full persistent homology calculations, reducing computational costs while still retaining
essential topological features. Integrating hybrid physics-informed approaches alongside TDA features could also improve the
interpretability of the predictions, aligning them more closely with the underlying physical system dynamics. Finally, implementing
adaptive learning techniques would enable the pipeline to update on-the-fly, capturing new incoming signals that fall outside the
established bounds, and ensuring that the system remains accurate and adaptable in dynamic real-time environments.

7. Conclusion

The two widely adopted modeling techniques for high-rate structural health monitoring are physics-based and data-based.
However, when deployed online, these models often lack prediction confidence, providing only the predicted results without an
accompanying measure of certainty. This paper introduces an alternative, machine learning-based solution called the Probabilistic
Prediction for Structural Health Monitoring (ProbPredict-SHM). The pipeline offers several advantages over traditional approaches,
including the ability to quantify uncertainty in predictions. This dual capability ensures more reliable decision-making in high-rate
structural health monitoring, where understanding the uncertainty of predictions is crucial for safety and performance.

The paper explores four algorithms: Gaussian process regression (GPR), Monte Carlo (MC) dropout, neural network ensembles
(NNE), and recurrent neural networks (RNN) with probabilistic capabilities. Each algorithm is evaluated based on error metrics and
its ability to quantify uncertainty. The results indicate that the RNN–NNE model stands out with the lowest MAE of 5.705 mm, the
highest TRAC, and the lowest ECE of 7.335%. These metrics underscore the RNN–NNE model’s superior predictive accuracy and
robustness, particularly in its effective UQ compared to the other models.

Future work will focus on automating the model selection process to enhance the pipeline’s usability. By evaluating multiple
models during training based on metrics like MAE, TRAC, NLL, and ECE, the pipeline will automatically identify and deploy the
14 
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best-performing model, ensuring efficient and reliable real-world applications. Overall, our work underscores the value of integrating
machine learning tools for high-rate structural health monitoring. Despite achieving low errors, we also emphasize that any algorithm

ust undergo UQ checks before deployment in the field. Finally, we demonstrate how the use of machine learning pipelines can
rovide a computationally efficient and accurate solution for structural state estimation. We envision machine learning pipelines
ecoming a standard technique in the field of structural health monitoring, driving advancements in both accuracy and reliability
cross a wide range of high-rate dynamic systems.
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Appendix A. TDA features

This section describes the features extracted using TDA. We will first provide an overview of the TDA process and then explain
each feature extracted through TDA.

A.1. Introduction to TDA

TDA is a powerful tool that analyzes data using techniques from algebraic topology [40]. TDA methods are especially useful
or capturing complex patterns that are not easily identified through traditional statistical approaches. One of these approaches is

called persistent homology [41].
The TDA process begins with data preprocessing to ensure its suitability for topological analysis. This preparation may involve

converting the data into a point cloud. Next, a simplicial complex (e.g., Vietoris–Rips or Čech complex) is constructed to represent
the data’s structure [42]. Persistence diagrams (PD) or barcodes are then computed to encapsulate the topological features across
arious scales [43]. Points in a PD are organized by topological feature dimensions, each dimension 𝑖 containing its own set of

points. Specifically, PD𝑖 denotes the set of points for the 𝑖th feature group. Points in PD𝑖 are denoted as (𝑏𝑗 ,𝑖, 𝑑𝑗 ,𝑖) for 𝑗 = 1, 2,… , 𝑛𝑖,
where 𝑏𝑗 ,𝑖 represents the birth time and 𝑑𝑗 ,𝑖 represents the death time of the 𝑗th point within the 𝑖th feature group. Essential features
are extracted from these persistence diagrams for further analysis. Additional details on TDA can be found in [44].

A.2. Extracted features

The features extracted using TDA provide valuable insights into the underlying structure of the data. Implemented in tools such
s giotto-tda [45], these features include Betti numbers, persistence entropy, and landscape functions, which facilitate detailed

characterization of the data’s topological properties.

Maximum persistence. Persistence measures the duration of a topological feature, calculated as the difference between its death and
irth times. For the 𝑖th topological feature group, the maximum persistence is:

𝑝max,𝑖 = max
𝑗

(𝑑𝑗 ,𝑖 − 𝑏𝑗 ,𝑖) (A.1)

where 𝑑𝑗 ,𝑖 and 𝑏𝑗 ,𝑖 denote the death and birth times of the 𝑗th point within the 𝑖th feature. The feature can identify significant and
stable topological features in the data [46].
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Wasserstein amplitude. The Wasserstein distance captures overall variation in a persistence diagram, unlike the bottleneck dis-
tance [47]. For a persistence diagram 𝑃 compared with the trivial diagram 𝑄, the Wasserstein amplitude is given by:

‖𝑃‖𝑊 ,𝑖 = 1
2

(

∑

𝑗

(

𝑑𝑗 ,𝑖 − 𝑏𝑗 ,𝑖
)𝑝
)1∕𝑝

(A.2)

where 𝑝 is the norm used (typically 𝑝 = 2 for the Euclidean norm), and 1
2

(

𝑑𝑗 ,𝑖 − 𝑏𝑗 ,𝑖
)

represents the height of features in 𝑃 .

Landscape amplitude. The persistence landscape maps persistence diagrams into a vectorized function space, facilitating analysis
nd comparison with statistical and machine learning methods [48]. It is represented as a sequence of functions {𝜆𝑘}𝑘∈N, where
ach 𝜆𝑘(𝑡) is the 𝑘th largest value of {𝛬𝑖(𝑡)}𝑖∈𝐼 , defined by:

𝛬𝑖(𝑡𝑚) = max
(

min
𝑗
(𝑡𝑚 − 𝑏𝑗 ,𝑖, 𝑑𝑗 ,𝑖 − 𝑡𝑚), 0

)

(A.3)

Here, 𝑡𝑚 denotes evenly spaced sample points ranging from 𝑡0 = 𝑏min to 𝑡𝑀−1 = 𝑑max, with 𝑚 from 0 to 𝑀− 1. The values 𝑏min and
max are the minimum birth time and maximum death time across all persistence diagrams, respectively. To compute the landscape
mplitude for comparison with the trivial diagram 𝑄, we use:

‖𝑃‖𝐿𝑠,𝑖 =

( 𝑁
∑

𝑘=1

𝑀−1
∑

𝑚=0
(𝜆𝑘(𝑡𝑚))𝑝

)1∕𝑝

⋅ 𝛥𝑡1∕𝑝 (A.4)

where 𝛥𝑡 is the spacing between sample points 𝑡𝑚. We use 𝑁 = 1, 𝑀 = 100, and 𝑝 = 2 to represent the Euclidean norm. For cases
eyond the finite setting, refer to [44].

Betti amplitude. The Betti curve, or persistence indicator function (PIF), measures the topological activity of a persistence diagram
PD) by counting features at various threshold levels [49]. The Betti curve 𝛽𝑖(𝑡𝑚) is defined as:

𝛽𝑖(𝑡𝑚) =
∑

𝑗
I(𝑏𝑗 ,𝑖 ≤ 𝑡𝑚 < 𝑑𝑗 ,𝑖) (A.5)

where I is the indicator function. To compute the Betti amplitude for comparison with the trivial diagram 𝑄, we use:

‖𝑃‖𝐵 𝑡,𝑖 =
(𝑀−1

∑

𝑚=0
(𝛽𝑖(𝑡𝑚))𝑝

)1∕𝑝

⋅ 𝛥𝑡1∕𝑝 (A.6)

where 𝑀 = 100 and 𝑝 = 2, representing the Euclidean norm. The spacing between sample points 𝑡𝑚 is 𝛥𝑡.

Silhouette amplitude. The persistence silhouette highlights significant topological features from a persistence diagram, aiding data
analysis and interpretation [50]. It is computed as a weighted average of the landscape functions:

𝜙𝑖(𝑡𝑚) =
∑

𝑗∈𝐼 𝑤𝑗 ,𝑖𝛬𝑖(𝑡𝑚)
∑

𝑗∈𝐼 𝑤𝑗 ,𝑖
(A.7)

where 𝑤𝑗 ,𝑖 = |𝑑𝑗 ,𝑖 − 𝑏𝑗 ,𝑖|𝑝. For 0 < 𝑝 ≤ ∞, 𝜙 is referred to as the 𝑝-power-weighted silhouette of 𝑃 . To compute the silhouette amplitude
for comparison with the trivial diagram 𝑄, we use:

‖𝑃‖𝑆 𝑖𝑙 ,𝑖 =
(𝑀−1

∑

𝑚=0
(𝜙𝑖(𝑡𝑚))𝑝

)1∕𝑝

⋅ 𝛥𝑡1∕𝑝 (A.8)

with 𝑀 = 100 and 𝑝 = 2, representing the Euclidean norm.

Appendix B. Hyperparameter tuning

In this section, we describe the hyperparameter tuning process for each model utilized in the ProbPredict-SHM pipeline. We
outline the specific hyperparameters adjusted, the methodologies used for tuning, and the results obtained from the tuning process.

his includes a discussion of the grid search approach for optimizing model settings, the evaluation criteria for selecting the best
parameters, and the impact of these hyperparameters on model performance and reliability.

B.1. Hyperparameter tuning for Gaussian process regression

In this section, we detail the hyperparameter tuning process for the Gaussian process regression (GPR) model, focusing on the
ernel function selection, the noise level estimation, and the optimization of hyperparameters.
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Table B.7
Hyperparameter tuning results for different GPR kernels, including the Mean Absolute Error (MAE) for each kernel.
Kernel type 𝜎𝑓 Length scale Noise level MAE (mm)

RBF 0.005154 1.774090 8.83 × 10−5 6.9595
Matérn 1.5 0.003215 1.230911 1.45 × 10−5 7.0650
Matérn 2.5 0.003695 1.967375 6.75 × 10−5 6.7461

Kernel selection. The first step in tuning the GPR model involves selecting an appropriate kernel function. We considered three
ernels for this purpose:

• Radial basis function (RBF) kernel: The RBF kernel, also known as the Gaussian kernel, is defined as:

𝑘(𝑥𝑖, 𝑥𝑗 ) = 𝜎2𝑓 exp

(

−1
2
‖𝑥𝑖 − 𝑥𝑗‖2

𝓁2

)

(B.1)

Here, 𝜎2𝑓 is a constant multiplier that sets the upper limit of the prior variance and covariance, while 𝓁 is the length scale
parameter that controls the smoothness of the function.

• Matérn kernel: The Matérn kernel is given by:

𝑘(𝑥𝑖, 𝑥𝑗 ) = 𝜎2𝑓
1

𝛤 (𝜈)2𝜈−1

(
√

2𝜈
𝓁

𝑑(𝑥𝑖, 𝑥𝑗 )
)𝜈

𝐾𝜈

(
√

2𝜈
𝓁

𝑑(𝑥𝑖, 𝑥𝑗 )
)

(B.2)

where 𝛤 (⋅) is the Gamma function, 𝑑(𝑥𝑖, 𝑥𝑗 ) is the Euclidean distance between points 𝑥𝑖 and 𝑥𝑗 , and 𝐾𝜈 is the modified Bessel
function of the second kind and order 𝜈 [29]. A larger value of 𝜈 results in a smoother approximated function. We will test
this kernel with 𝜈 = 1.5 and 𝜈 = 2.5.

For our experiments, we set 𝜎2𝑓 = 1.0 and 𝓁 = 1.0, with both parameters being optimized automatically by the GPR algorithm
using the default settings in the scikit-learn library.

Noise estimation with white kernel. To accurately estimate the noise level in the data, we introduced a white kernel into the GPR
model. The white kernel allows the model to account for measurement noise, essential for preventing overfitting and improving the
model’s generalization ability. The white kernel is combined with the chosen kernel as follows:

𝑘(𝑥𝑖, 𝑥𝑗 ) = 𝑘chosen(𝑥𝑖, 𝑥𝑗 ) + 𝜎2𝑛𝛿(𝑥𝑖, 𝑥𝑗 ) (B.3)

where 𝑘chosen represents the selected kernel function (RBF or Matern), 𝜎2𝑛 is the noise variance, and 𝛿(𝑥𝑖, 𝑥𝑗 ) is the Kronecker delta
function.

To find the optimal noise variance 𝜎2𝑛 , we performed a grid search over a range of values: 𝜎2𝑛 ∈ {1 × 10−3, 1 × 10−2, 1 ×
10−1, 1.0, 10.0, 100.0}. The grid search is conducted using a 5-fold cross-validation approach, with the performance of each parameter
combination assessed using the negative mean squared error (MSE) as the scoring metric. Choosing specific noise values helps the
model find the optimal noise value by the GPR algorithm in the scikit-learn library for each kernel. We will use the estimated
noise value through this process as the noise variance in the GPR algorithm.

Results of hyperparameter tuning for GPR. Using the optimized parameters for each kernel identified through the grid search, we
validated the results with unseen data. We used Mean Absolute Error (MAE) as the scoring metric to determine the best kernel for
the GPR model. Table B.7 summarizes the results of our hyperparameter tuning. Among the tested kernels, Matérn 2.5 demonstrated
the best performance with the lowest MAE value of 6.75 mm and a well-calibrated noise level of 6.75 × 10−5.

B.2. Hyperparameter tuning for neural network ensemble (NNE) and Monte Carlo (MC) dropout

This section details the hyperparameter tuning for NNE and MC Dropout, focusing on the number of hidden units, layers, and
ensemble size.

Number of layers and hidden units. For both NNE and MC Dropout, we began by fine-tuning the number of layers and hidden units
for the baseline neural network (NN). We experimented with hidden unit sizes [8, 16, 32, 64, 128] and layer counts from 1 to
7, evaluating each configuration over 10 runs using the ReLU activation function for all hidden layers. Models are trained with
early stopping to prevent overfitting, using a patience of 15 epochs. The Adam optimizer with a mean squared error loss function is
employed, and the neural network is trained for up to 1000 epochs. MAE is computed on the validation data to assess performance.
The results are aggregated to determine the optimal configuration of layers and hidden units, identifying that 5 hidden layers and
4 hidden units provided the best trade-off between model complexity and performance, as shown in Fig. B.12. This configuration

minimized unnecessary complexity while maintaining strong performance.
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Fig. B.12. Tuning results for the number of layers and hidden units in the neural network. The error bars reflect the run-to-run variation. Results for hidden
nits 8 and 16 are not shown as they consistently produced higher errors than the other configurations.

Fig. B.13. Tuning results for the (a) MC Dropout and (b) Neural Network Ensemble (NNE). The selected ensemble size for this case study is determined by the
green vertical line. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Forward pass for MC dropout. For MC Dropout tuning, we used one trial’s data for training and another for validation, iterating
hrough five model initializations. Each model is trained on the training data, and the model with the lowest MSE is selected.

Uncertainty estimates are evaluated by performing multiple forward passes through the best model, capturing predictions for
ensemble sizes from 1 to the maximum. For each ensemble size, we computed the mean and standard deviation of random subsets
of predictions, with accuracy and calibration assessed using MAE and expected calibration error (ECE). This process is repeated 10
times per dataset to ensure robust evaluation, and the results—including MAE and ECE for various ensemble sizes are saved for
further analysis and final model evaluation.

Ensemble size for neural network ensemble (NNE). For NNE tuning, one trial’s data is used for training and another for validation.
We trained 80 NNE models, tracking progress and calculating each model’s MSE. The 60 models with the lowest MSEs are selected
for further evaluation. We assessed ensemble sizes ranging from 1 to the maximum over 10 runs. For each size, we computed the
mean and variance of predictions from random subsets of selected models and evaluated accuracy and calibration using MAE and
ECE. Results for different ensemble sizes are aggregated and stored for each dataset type. This evaluation determined the optimal
ensemble size and fine-tuned the hyperparameters effectively.
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Fig. B.14. Tuning results for different segment lengths in RNN models. The plot shows the mean absolute error (MAE) for various segment lengths, with error
bars representing the standard deviation across 10 runs. The green vertical line indicates the selected sequence length.

Results of hyperparameter tuning for MC dropout and NNE. Fig. B.13 presents the results of hyperparameter tuning for the number
of forward passes and the number of ensembles for MC Dropout and NNE. MAE and ECE is chosen to balance accuracy and UQ
capabilities. The error bars represent the variation across different runs. Based on this study, an ensemble size of 5 is selected for
both MC Dropout and the neural network ensemble.

B.3. Hyperparameter tuning for RNN

Hyperparameter tuning plays a crucial role in optimizing the performance of RNNs. In this study, we maintain consistency by
sing the same number of layers and hidden units as selected for the neural network (NN) models. However, we refine the tuning

process by focusing on the sequence length and adjusting it to optimize the model’s predictive accuracy and performance. This
pproach allows for targeted fine-tuning while preserving the overall architecture, ensuring a balance between model complexity

and computational efficiency.
This tuning method evaluates the RNN using different sequence lengths through a sliding window approach on time series data.

The training and validation sets are transformed into sliding windows for each segment length to capture temporal patterns. The
odel is trained and evaluated on these windows. Ten runs are performed for each sequence length to ensure robust results, and the

MAE is calculated for each run. The final results, including the mean and standard deviation of the MAE across different sequence
engths, are plotted to provide insights into the optimal sequence length for this task. Fig. B.14 illustrates the results of this tuning

process, highlighting the performance across various sequence lengths. The process is also repeated with a smaller sliding window
step size for further analysis.

Results of hyperparameter tuning for RNN. As shown in Fig. B.14, the model’s performance improves with increasing sequence length,
s indicated by the reduction in MAE. This trend suggests that longer sequence lengths allow the RNN to better capture the temporal
ependencies in the time series data, leading to more accurate predictions. However, it is important to note that increasing the
equence length also increases computational cost and may lead to diminishing returns in predictive accuracy beyond a certain
oint.

The tuning process also reveals that the error bars, representing the standard deviation of MAE across 10 runs, tend to shrink
s the sequence length increases. This reduction in variability indicates that the model becomes more stable and less sensitive to
nitializations with longer sequence lengths. The green vertical line in Fig. B.14 highlights the selected optimal sequence length,
hich strikes a balance between performance and computational efficiency.

In addition to adjusting the sequence length, we also evaluated the model’s performance using a smaller sliding window step
size. While reducing the step size provides finer granularity in capturing the temporal dynamics, it led to an increase in errors. This
increase occurs because smaller steps fail to introduce significant new information, resulting in redundancy in the model’s input.
Consequently, the past values remain too similar, offering little improvement in predictive power. Despite the more frequent updates
to the input data, the marginal improvement does not outweigh the higher computational cost, highlighting the trade-off between
tep size and model performance.

Overall, this hyperparameter tuning process for the RNN models demonstrated the importance of optimizing sequence length to
enhance predictive accuracy while maintaining manageable computational demands.

Appendix C. Additional figures for sequence number 5

In this section, we present additional figures related to sequence number 5. These figures provide further insights into the
erformance and behavior of our models under various conditions and parameter settings. Each figure is designed to complement the
ain results presented in the paper by offering detailed visualizations that reveal deeper aspects of the data and model performance.

See Figs. C.15–C.20.
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Fig. C.15. Prediction results produced by NN for sequence number 5.

Fig. C.16. Prediction results produced by RNN for sequence number 5.

Fig. C.17. Prediction results produced by GPR for sequence number 5.

Data availability

The DROPBEAR testbed dataset used in this work has already been open sourced by Dr. Austin Downey’s research group at
the University of South Carolina. This dataset can be accessed at the following URL: https://github.com/High-Rate-SHM-Working-
Group/Dataset-8-DROPBEAR-Acceleration-vs-Roller-Displacement.
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Fig. C.18. Prediction result produced by MC dropout for sequence number 5.

Fig. C.19. Prediction results produced by NNE for sequence number 5.

Fig. C.20. Prediction result with RNN combined with Monte Carlo Dropout (RNN MC) for sequence number 5.
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